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Abstract

     Intrusion Detection System is software or hardware that checks a network for malicious activities. Each illegal activity is often 
recorded either centrally using a Security information and event management (SIEM) system or notified to an administration. 
This paper proposes an intrusion detection system using machine learning algorithms such as decision trees, random forests and 
explainable AI (XAI) using a real-world Software-Defined Networking (SDN) dataset. The evaluation includes various intrusion 
scenarios like network scanning, denial of service (DoS) attacks, and unauthorized access attempts. Random Forest exhibits the 
best performance, achieving an average training accuracy of 99.23%, while the decision tree achieves 98.78% accuracy. The re-
sult of this study contributes to the advancement of intrusion detection systems and fosters the development of resilient security 
solutions in the realm of SDN. The research highlights the importance of leveraging ML algorithms in effectively identifying and 
mitigating network intrusions, ultimately enhancing the security of SDN environments.
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Introduction

    In today’s developing world, the Internet has become an essential tool in daily life. Whether it’s education, business, or even just 
paying a simple bill, the internet has push our limits so far [1]. Especially unforeseen attacks can cause catastrophic result. Hence the 
security of computer and web frameworks has become the major challenge and urgent point for many researchers [2]. As conven-
tional intrusion detection systems struggle to keep pace with the advancing nature of these attacks, novel approaches are required 
to effectively protect network environments. The primary motivation behind this study stems from the limitations of traditional in-
trusion detection methods, which often rely on signature-based or rule-based approaches. Such systems struggle to detect novel and 
sophisticated attacks, as they heavily depend on predefined rules or patterns by leveraging the flexibility and visibility provided by 
Software-Defined Networking (SDN), we can upgrade the effectiveness of intrusion detection and reaction instruments, driving to 
moved forward arrange security [3].

    In recent years, the proliferation of network attacks and security breaches has posed significant challenges to the integrity and 
confidentiality of data in computer networks. As traditional intrusion detection systems struggle to keep pace with the evolving na-
ture of these attacks, novel approaches are required to effectively safeguard network environments. SDN has emerged as a promising 
paradigm for centralized network management and control, offering enhanced flexibility, scalability, and security capabilities [4]. 
The primary motivation behind this study stems from the limitations of traditional intrusion detection methods, which often rely on 
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signature-based or rule-based approaches. Such systems struggle to detect novel and sophisticated attacks, as they heavily depend on 
predefined rules or patterns. By contrast, Random Forest (RF) model offer the potential to learn complex patterns and detect anom-
alies by analyzing the sequential nature of network traffic data [5]. Moreover, SDN introduces a unique networking environment that 
facilitates centralized control, network programmability, and dynamic reconfiguration which make it an ideal platform for deploying 
intelligent intrusion detection systems.

     By leveraging the capabilities of ML and LIME, the research sought to advance the cutting edge of intrusion detection and predic-
tion, ultimately ensuring the integrity and privacy of data in computer network. Then, the extracted feature is classified using two ML 
methods, such as Decision Trees (DT) and RF. Model accuracy was reported and analyzed using Interpretable Artificial Intelligence 
(XAI), to demonstrate the reliability, capability, and reliability of AI-based solutions in IDS. XAI [6] is a method that allows humans to 
understand the results of a model, as these models are too difficult to understand and interpret due to their black box concept, and 
aims to improve the accuracy of the model. Exactly. Our approach is to provide the solution as a white box approach for better model 
understanding and reliable predictions, so that all stakeholders are in agreement [7, 8]. Differences between models and data can 
be detected early in the modeling process and corrected accordingly. From experiment, we have successfully shown the effect of XAI 
techniques such as LIME framework to improve the accuracy and reliability of the model [9]. “Black box” models such as aggregation 
methods or support vector machines are difficult to interpret and understand. XAI provides a solution to this problem by displaying a 
black box prediction and interpretation.

The objectives of the study are

1.	 To classify the intrusion samples using DT and RF algorithms in SDN environment and compare the result.
2.	 To implement LIME to find out the major contributing features in network environment.

Related Works

     The study performed by M. Cavojsk y et al. [10] evaluated prediction model performance using the new UNSW-NB1 dataset. After 
careful reliability assessment, a subset of the dataset was chosen, preprocessed, and formatted for neural network training. Two ac-
curate models with dense layers were created and adjusted, along with appropriately tuned LSTM models. A separate validation set 
from the dataset assessed prediction accuracy, post-training. Initial validation accuracy for the dense-layer model was 78.94%, and for 
LSTM, 76.84%. Weight balancing enhanced accuracy, resulting in 79.34% for dense-layer and 79.21% for LSTM model.

    Meftah, Souhail, and their colleagues [11] conducted a study (NBID) where they implemented a two-step method for detecting 
network intrusions using the UNSW-NB15 dataset. They used a variety of methods, including Recursive Feature Elimination and Ran-
dom Forests, to choose the dataset’s most pertinent features for machine learning. To differentiate between intrusive and legitimate 
network traffic, they initially performed binary classification. To do this, they used data mining methods like Logistic Regression, 
Gradient Boost Machine, and Support Vector Machine (SVM). The outcomes revealed that SVM had the highest accuracy, coming in at 
82.11%.To increase the precision of predicting various attack types, the output of the SVM classifier was used as input for a number of 
multinomial classifiers in the second step. They tested Naive Bayes, Multinomial SVM, and Decision Trees (C5.0), with C5.0 getting the 
greatest F1 score (86%) and accuracy(74%) of the three. The overall accuracy was raised by up to 12 percent by using this two-stage 
hybrid classification approach, yielding a multi-classification accuracy of 86.04%.

     Sydney Mambwe Kasongo [12] utilized an XGBoost-based approach to trim feature counts in datasets, decreasing attributes. From 
the NSL-KDD dataset, 22 attributes were retained; from UNSW-NB15, 17 were kept. Performance metrics included F1-Score, valida-
tion and test accuracy, and training time. Results indicated XGBoost-LSTM’s superiority for NSL-KDD, with 225.46s training, 88.13% 
test accuracy, and 99.49% validation accuracy. For UNSW-NB15, XGBoost-Simple-RNN was most effective, achieving 87.07% test accu-
racy. XGBoost-LSTM hit 86.93% TAC for multiclass NSL-KDD, while XGBoost-GRU scored 78.40% for UNSW-NB15.
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     The authors [13] introduced BLoCNet, a novel deep learning model fusing CNN and bidirectional LSTM layers. It swiftly detects net-
work patterns via CNN, then processes results through dual BLSTM layers for malicious traffic identification. BLoCNet was compared 
with 5 DL models and 7 related studies across 4 datasets. It outperformed others in attack detection for CIC-IDS2017, IoT-23, and UN-
SW-NB15 datasets. Impressively, BLoCNet reached 98% and 99.8% accuracies for CIC- IDS2017 and IoT-23 respectively. Despite sam-
pling differences, these levels were competitive. For UNSW-NB15, BLoCNet surpassed related work’s 75.56% with 76.34% accuracy.

     The article by Suhana, S et al. [14] used hybrid method for network intrusion detection, combining ensemble techniques. The pro-
cess commences by employing Blended Linear Discriminant Analysis (BLDA) to extract essential features. Subsequently, a Random 
Forest Classifier is utilized for intrusion detection on a dimensionally reduced dataset. Evaluation of this approach is conducted on the 
NSL-KDD and UNSW-NB15 benchmark datasets. The method’s efficacy is compared against conventional feature selection methods 
such as LDA, PCA, and PLS. Results indicate that the proposed method achieves an accuracy of 90.12% for the NSL-KDD dataset and 
91.0% for the UNSW-NB15 dataset, respectively.

Methodology

    The proposed model displays the abstract architecture of workflow consisting of data preprocessing, different algorithms imple-
mented, statistical performance measures and explanation Extraction from the Model as shown in Fig.1.

Collection of Data set

     The UNSW-NB 15 dataset raw network packets [15, 16] were generated in the Cyber Range Lab of UNSW Canberra using the IXIA 
PerfectStorm tool. This unbalanced dataset combines real modern normal activities with synthetic contemporary attack behavior. It 
includes nine types of attacks: Fuzzers, Analysis, Backdoors, DoS, Exploits, Generic, Reconnaissance, Shellcode, and Worms. To gener-
ate the dataset, the Argus and BroIDS tools were utilized, and a total of twelve algorithms were developed. These algorithms produced 
49 features along with their corresponding class label. 

Figure 1: Methodology.

Data Pre-Processing

     For training and testing purposes, the dataset was split into two sections that are specifically referred to as UNSW NB15 training 
set.csv and UNSW NB15 testing set.csv, respectively. Both the files downloaded and accessed from google colab [17] using python as 
programming language, were combined. Among the features from the dataset, ’id’,’dur’, ’attack cat’ were dropped.
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Random Forest

     Random Forest is a classification model that incorporates multiple decision trees trained on different subsets of the provided 
dataset. RF constructs an assortment of decision trees, with each tree being trained on arandomized portion of the training data. It 
combines the predictions from each tree by considering the majority votes, thus enhancing the overall predictive accuracy compared 
to relying on a single decision tree [18].

The steps followed in RF algorithm is summarised as follows.

1.	 Selecting random data points(same as the total number of training samples) from the training set.
2.	 Building decision trees associated with the selected data points.
3.	 Choosing the number N (default 100) for decision trees to build.
4.	 Repeating 1 and 2.

Decision Tree

     The decision tree works by analyzing the dataset and making assumptions about how it should be classified. It begins at the tree’s 
root node and contrasts the root attribute’s value with the attribute of each record in the actual dataset [19]. Depending on the out-
come of the comparison, it moves to the subsequent node by following the corresponding Up until the leaf node of the tree is reached, 
this process is repeated for each additional node by comparing their attribute values with those of the sub-nodes. The following steps 
can helps us to comprehend the entire procedure.

1.	 Begin with the root node, denoted as S, which contains the complete dataset.
2.	 Determine the best attribute in the dataset using an Attribute Selection Measure (ASM).
3.	 Divide S into subsets that contain possible values for the best attribute.
4.	 Create a decision tree node that represents the best attribute.
5.	 Recursively construct new decision trees using the subsets of the dataset.
6.	 Repeat this process until a point is reached where further classification is not possible, and designate the final node as a leaf node.

LIME

     LIME is a technique used to provide local, interpretable explanations for the output of machine learning models. LIME generates 
these explanations by training a simpler, interpretable model on a local region around a specific data point [20]. LIME makes it pos-
sible to visualize every aspect for result analysis. LIME demands information about the model separately in order to assess a model’s 
local faithfulness. How effectively a model represents the characteristics around a given prediction is measured by local fidelity. Local 
fidelity can help to explain how the prediction was made, even if it may not be relevant to the full model. On the other hand, a model’s 
overall explanation could not explain a certain local prediction [21]. Global representation of an instance x can be represented as fol-
lows: as shown in equation 1.

x ∈ Rd   (1)

However, an interpretable representation of an instance is a binary vector as in equation 2.

x ∈ 0, 1d    (2)

The local presence or absence of one or more characteristics is determined by the interpretable representation. In terms of LIME’s 
model-agnostic attribute, g stands for a machine learning model. G represents a set of models containing g among other models, then.

g ∈ G    (3)
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As such, LIME’s algorithm will interpret any other model in the same manner.

Evaluation metrices

     The system used the UNSW-NB15 data set to evaluate the results of the perfomance metrics such as Confusion Matrix, F1-Score,Pre-
cision,Recall,PR curve.

Result

     The experiments were conducted on Google Colab, utilizing a NVIDIA K80 GPU and 12 GB of RAM provided by Google. Specifically, 
the runtime environment in Google Colab used Python version 3.7, Keras version 2.5.0, and the TensorFlow version 2.5.0 framework. 
A distinct splitting was utilized to separate the dataset into training and testing sets. Looking into the dataset on the basis of number 
of samples per class, dataset was not balanced.

Random Forest

1.	 K-Fold Result: The model attained an average training accuracy of 99.233% across 10 folds, as indicated in Table 1.

Fold Training Accuracy
K1 99.3
K2 99.21
K3 99.21
K4 99.34
K5 99.12
K6 99.26
K7 99.18
K8 99.39
K9 99.24

K10 99.08
Average 99.233

Table 1: K-Fold result of RF for dataset.

2.	 Confusion Matrix: Figure 2 (a) shows that 135 normal samples were miss-classified where as 211 intrusion samples were miss-
classified.

3.	 Classification Report: Table 2 was obtained as the classification report of DT, showing the Precision, Recall, and F1- Score, as well 
as Accuracy, Macro Avg, and Weighted Avg. Intrusion samples were highly precise than normal sample with precision value of 
99.51%. The model have achieved almost equal recall as well as equal f1-score.

Precision Recall F1-score Support
0 
1

0.9905 
0.9951

0.9941 
0.9921

0.9923 
0.9936

22386 
27014

Accuracy 
Macro Avg 

Weighted Avg

 
0.9928 
0.9930

 
0.9931 
0.9930

0.9930 
0.9930 
0.9930

49400 
49400 
49400

Table 2: Classification report of RF.
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4.	 PR curve: Figure 2 (b) shows the precision recall relation with AUC value of 100%.

Figure 2: Confusion Matrix and PR Curve of RF.

Figure 3: RF LIME Tabular Plots.

5.	 RF Lime: Test record with index 0 is predicted as Normal by 84% where as it is predicted as Intrusion by 16% as shown in pre-
diction probabilities in Figure 3. Features like sttl, ct_state_ttl, is_sm_ips_ports, swin and dmean mean predict the instance as 
Normal by 20%, 6%, 4%, 2%, 1% and 1% respectively. It’s interesting to see that the likelihood of Normal prediction is reduced 
by the feature ct_srv_src, sbytes, is_ftp_login and trans_depth by 2%, 1%, 1% and 1% respectively 1% each to prove Intrusion.

Decision Tree

1.	 K-Fold Result: For K=10 folds, the model achieved the average training accuracy of 98.78% as shown in Table 3. 
2.	 Confusion Matrix: Figure 4 (a) shows that 239 normal samples were miss-classified where as 266 intrusion samples were 

miss-classified.
3.	 Classification Report: Table 4 was obtained as the classification report of DT, showing the Precision, Recall, and F1- Score, as well 

as Accuracy, Macro Avg, and Weighted Avg. Intrusion samples were highly precise than normal sample with precision value of 
99.11%. The model have achieved higher recall and f1-score for intrusion samples in comparision to normal samples.

4.	 PR Curve: Figure 4 (b)shows the precision recall relation for dataset with AUC value of 100%.
5.	 DT Lime: Test record with index 0 is predicted Normal by 100% as shown in prediction probabilities in Figure 3. Features like 

sttl, is_ftp_login, is_sm_ips_ports, djjt and ct_src_ltm predict the instance as normal by 64%, 6%, 5%, 4% and 3% respectively. It’s 
interesting to see that the likelihood of Intrusion is 0%.
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Fold Training Accuracy
K1 98.83
K2 98.86
K3 98.58
K4 98.8
K5 98.76
K6 99
K7 98.88
K8 98.85
K9 98.62

K10 98.62
Average 98.78

Table 3: K-Fold result of DT.

Figure 4: Confusion Matrix and PR Curve of DT.

Precision Recall F1-score Support
0 
1

0.9881 
0.9911

0.9893 
0.9902

0.9887 
0.9906

22386 
27014

Accuracy 
Macro Avg 

Weighted Avg

 
0.9896 
0.9898

 
0.9897 
0.9898

0.9898 
0.9897 
0.9898

49400 
49400 
49400

Table 4: Classification report of DT.

Comparative Analysis of Statistical Results

     Two Algorithms, RF and DT were implemented to predict whether the instance is Normal or Instrusion. Table 5 shows the training 
and testing accuracy of DT and RF where the results show that RF slightly outperformed DT in training accuracy and we saw that test-
ing accuracy was same for both the algorithms.

Algorithms Training Accuracy Testing Accuracy
RF 99.23 99.3
DT 98.78 99.3

Table 5: Comparative Analysis of Training and Testing Accuracy.
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    Table 6 provides data outlines a comparative analysis of two algorithms, Random Forest (RF) and Decision Tree (DT), in terms of 
their performance metrics for two categories: ”Normal” (0) and ”Intrusion” (1). The data indicates that, for both the ”Normal” and 
”Intrusion” categories, the Decision Tree algorithm generally performs slightly better than the Random Forest algorithm in terms of 
F1 Score, Precision, and Recall. In the ”Intrusion” category, both algorithms demonstrate high precision, recall, and F1 Score, with the 
Decision Tree algorithm having a slightly higher F1 Score and Precision.

    The given result also presents a comparative analysis of two algorithms RF and DT, focusing on their performance in terms of the 
False Positive Rate. The False Positive Rate measures the proportion of instances that were incorrectly classified as positive (in this 
case, the ”Intrusion” category) when they were actually negative (in this case, the ”Normal” category). Result suggests that the Ran-
dom Forest algorithm has a lower False Positive Rate compared to the Decision Tree algorithm i.e. when using the Random Forest 
algorithm, there were fewer instances that were wrongly classified as ”Intrusion” when they should have been classified as ”Normal.” 
This indicates that the Random Forest algorithm may be better at minimizing the occurrence of false alarms, which could be crucial in 
scenarios where accurately identifying true intrusions is important while avoiding unnecessary alerts. 

Figure 5: DT LIME Tabular Plots.

Algorithms Category F1 Score Precision Recall False Positive Rate
RF Normal (0) 0.9887 0.9881 0.9893

125
Intrusion (1) 0.9906 0.9911 0.9902

DT Normal (0) 0.9923 0.9905 0.9941
229

Intrusion (1) 0.9936 0.9921 0.9921
Table 6: Comparative Analysis of Precision, Recall and F- Score and False Postive Rate.

Comparative Analysis of XAI Lime Results

     Different features from RF and DT were compared to find the common pattern in prediction which is shown in the tabulated form 
in the Table 7. From DT, Features like sttl, is_ftp_login, is_sm_ips_ports, djjt and ct_src_ltm predict the instance as Normal and features 
like smean, sbytes, tcprtt, response_body_len and ct_srv_src contribute to the instance to be as Intrusion. Similarly, From RF, Features 
like Features like sttl, ct_state_ttl, is_sm_ips_ports, swin and dmean mean predict the instance as Normal and features like ct_srv_src, 
sbytes, is_ftp_login and trans_depth contribute to the instance as Intrusion.

    Upon comparing the selected features for both algorithms, we can identify that, common features selected by both RF and DT algo-
rithms for the ”Normal” category are ”is_ftp_login” and ”is_sm_ips_ports”, both algorithms have identified these features in the ”Nor-
mal” category implies that ”is_ftp_login” and ”is_sm_ips_ports” hold consistent importance across their decision- making processes. 
Similarly, the common feature selected by both RF and Decision Tree DT algorithms for the ”Intrusion” category is ”ct_srv_src” which 
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a common feature and suggests that this feature carries significant information for distinguishing potentially harmful network in-
stances. It indicates that both algorithms recognize the importance of analyzing the frequency and patterns of connections to specific 
services as a key factor in identifying network intrusions. Also from the result we can see that, the common features that appear in 
both the ”Normal” and ”Intrusion” categories is ”is_ftp_login”. Both algorithms seem to recognize the importance of this features for 
distinguishing between the two categories, suggesting that they play a significant role in identifying network intrusions and normal 
network behavior.

Conclusion

     This study presented the data results that offers a comprehensive evaluation of the RF and Decision DT algorithms’ effectiveness in 
both training and testing phases. RF demonstrates notable accuracy with a training accuracy of 99.23% and a closely aligned testing 
accuracy of 99.3%. Similarly, DT showcases robust performance, achieving a training accuracy of 98.78%, along with a testing accura-
cy of 99.3%. This proficiency is expected to contribute to RF’s exceptional performance in both classifying new data and minimizing 
errors when faced with unseen instances. Such substantial accuracy levels signify their potential for real-world application in network 
intrusion detection and related domains. The algorithms exhibit promising results in accurately classifying data for both ”Normal” 
and ”Intrusion” categories. RF achieves an F1 score of 0.9906 and a precision of 0.9911 for the ”Intrusion” category, highlighting its 
proficiency in precisely identifying intrusive network behavior. Additionally, DT excels in the ”Intrusion” category, attaining an im-
pressive F1 score of 0.9936 and a precision of 0.9921, underscoring its capability in distinguishing malicious activities. Also, using XAI 
Algorithm i.e. LIME we found out the attributes that play a major contributing role to predict the instance as Normal or as Intrusion.

    These findings emphasize the algorithms’ potential for practical applications, particularly in the realm of network intrusion de-
tection. Their consistent accuracy, combined with strong F1 scores and precision values, suggests their reliability in identifying both 
normal and intrusive network behaviors, thus contributing to enhanced cybersecurity measures. 

Normal Intrusion
RF sttl, ct_state_ttl, 

is_sm_ips_ports, swin ,dmean
Ct_srv_src, 
sbytes, is_ftp_login, trans_depth

DT sttl, is_ftp_login, 
is_sm_ips_ports, djjt, ct_src_ltm

smean, sbytes, tcprtt, 
response_body_len, ct_srv_src

Table 7: LIME Comparative Analysis of Normal and Intrusion for DT and RF.
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