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Abstract 
     Global optimization sets itself the mission of identifying the most interesting solutions in the overall search space. But actually, 
it is only the best of all discovered candidate solutions in the explored search space, which depends, in turn, on initial positions of 
searching points. It is practically impossible to cover the entire search space of NP-hard problems, in a reasonable time, whatever 
the method used, since the size of this space exceed the capabilities of all sophisticated algorithms implemented on any powerful 
computer even parallel ones. That is what justify the increased interest to nature-inspired metaheuristics, currently, based on 
a strategy of balance between exploitation and exploration, which make their approaches looking like smart. Exploration guar-
antees that the used algorithm will reach the widest possible extent of the undiscovered areas, whereas exploitation guarantees 
that such algorithm will search for the best solutions inside the most promising areas, already discovered. Authors study, in 
this work, different implementations of exploration and exploitation mechanisms utilized in many well-known nature-inspired 
metaheuristics applied to both uni-model and multi-model benchmarks. Uni-model benchmarks aim to test exploitation while 
multi-model benchmarks aim to test exploration. Obtained results show the superiority of TSO metaheuristic to find the ade-
quate balance between exploration and exploitation leading it to discover in all tested cases, at least, one of the global optima or 
one of the best near global optima.
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Introduction

     Nature-inspired metaheuristics (NIMs) are the results of analyzing and understanding complex behaviors of natural systems, stem-
ming from areas such as biology, chemistry, physics, sociology, psychology, and this to inspire from in order to solve theoretical or real 
complex optimization problems (Zheng).Exploitation and exploration are fundamental concepts in any NIM and especially when it 
comes to deal with multi-model optimization problems. The exploitation aims to enhance algorithm convergence and solution quality. 
In contrast, exploration is used to widen the search space and also avoid premature convergence and entrapment in local optimums 
during visits to unexplored areas. The primary purpose behind the research work done here is to show at what point an adequate 
balancing between exploration and exploitation mechanisms can affect the success of NIMs to find a good solution (global in the most 
favorable case and one of the best local solutions else).

https://themedicon.com/
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     What remains of this article is structured as follow: The second section is about nature inspired metaheuristics. To well understand 
how they transform natural phenomena into algorithms dedicated to resolve optimization problems, authors summarize, within this 
section, several known methods, inspired from different natural sources. In section three, they review the effect of exploitation and 
exploration techniques on the targeted methods (see Table 1) by comparing them between each other via 13 benchmarks. In section 
four, they analyze and discuss the obtained results. Finally, the authors give a conclusion where they summarize the study thus accom-
plished and suggest some perspectives for further research.

Nature inspired metaheuristics

Nature inspired metaheuristics are optimization methods mimed from natural phenomena, used to resolve theoretical or real-life hard 
problems. Those algorithms can be based on biology, physics, chemistry, sociology, and many other fields (Blum, Roli and Sampels). To 
study this class, authors chose 12 famous and powerful methods from different historical arias and inspiration sources, as presented 
below:

1. Particle Swarm Optimization (PSO) (1980) (bio-inspired): This algorithm is inspired by the displacement phenomenon of 
certain species of animals, like boards flock or fish school, in order to look for optimal food sources. This algorithm is a matter of 
having a population of solutions evaluated using a multi-objective/single-objective function. Those candidate solutions (parti-
cles) have position and velocity and move in the direction of their best performances, in search space, using adequate mathemat-
ical equations (Kennedy and Eberhart).

2. Differential Evolution (DE) (1990) (bio-inspired): DE algorithm uses a set of possible solutions to solve the problem. Simple 
mathematical formulas combine the positions of existing solutions candidates in the current population to move them around 
in the space of search towards new positions. If new solution is an improvement, it is accepted and integrated directly into the 
aforementioned set of solutions, else it is discarded. The procedure is repeated in the hope to find a suitable solution, but this is 
not guaranteed (Feoktistov).

3. Ant Colony Optimization (ACO) (1990) (bio-inspired): Between the most renowned algorithms, we found that of the shortest 
way: Let us consider having two ways, one shorter than the other but both lead to the same food source. When ants leave their 
nest searching for food, some go through the shorter way, and the others go through the long one. Logically, ants following the 
shortest way return earlier than the others, guided by the pheromone that they left behind them, so they reinforce the concen-
tration of pheromone along this way. After that, any ant left the nest prefers to follow the shortest way due to its high pheromone 
concentration. With time, all ants finish by converging to the food source via this shortest way (Dorigo, Birattari and Stutzle).

4. Harmony Search (HS) (2001) (music-inspired): In art music, the ultimate goal is to seek perfect harmony. So, finding the opti-
mal in a process of optimization is akin to finding harmony in music. Searching in optimization can be compared to the process 
of improvisation of a jazz musician. On the one hand, the audio aesthetic standard determines the most agreeable harmony. A 
musician’s goal is to create perfect harmony in his/her music. An optimal solution to a problem of optimization, on the other 
hand, should be the best possible solution to this problem under the given objectives and constraints. Both procedures aim to 
provide most best result (Yang).

5. Artificial Bee Colony (ABC) (2005) (bio-inspired): It is an algorithm based on population, inspired by foraging behavior of 
honey bees. This algorithm starts by sending a given number of bees as scouts, in order to explore the nearby environment and 
discover the wealthiest flowers field. Those scouts move in random manner from one zone toward another; after that, they come 
back to the hive. Those who find the source food of a good quality leave behind them their nectar and then go to the floor of dance 
to perform the waggle-dance, which is an interaction way with other bees. Three elements of information are given by this dance: 
direction, distance and quality, which help other bees to find their way. After the dance, the dancer bee returns from the hive to 
the flowers field with the other bees. Note that the swarm of bees, who moves from the hive, always goes toward the flower field 
with the highest quality, measured by nectar concentration; it represents the best food source (Karaboga).

6. Invasive Weed Optimization (IWO) (2006) (bio-inspired): Invasive Weed Optimization (IWO) metaheuristic consists on 
spreading strategy of weeds. According to r/K selection theory, artificial weeds (solutions) utilize r-Selection policy at start of 
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the algorithm and progressively transits to K-selection policy as the algorithm runs (Mehrabian and Lucas).
7. Imperialist Competitive Algorithm (ICA) (2007) (Socially-inspired): Imperialism is the act of taking political control, by force, 

of a country by another country to benefit from its resources. This algorithm focuses on the positive side of imperialism when an 
imperialist country tries to increase civilization in its colonies. In the initial stages, countries with the best fitness value become 
imperialists and take control of other countries’ colonies. Also, this algorithm concentrates on competition between imperialist 
countries to get more colonies, in each iteration, based on their power (Atashpaz-Gargari and Lucas).

8. Cuckoo search Algorithm (CS) (2009) (bio-inspired): The cuckoo is a parasitic bird because of its aggressive reproduction 
strategy, where it puts its eggs in other birds’ nest and take some of their eggs, so the bird owner of the nest does not observe 
the existence of extra strange eggs. Aggressive act does not stop here; eggs of cuckoo, generally, hatch earlier than the others 
within the nest. Cuckoo babies, then, start throwing the other eggs from the nest to have more food. If parents that owns the nest 
discover existence of a strange egg, they will throw it or go to build another nest elsewhere; else, they will treat it like their own 
eggs. The algorithm deriving from these facts is based on three main laws inspired by cuckoo bird behavior: - each bird of cuckoo 
lays one egg at a one, to put randomly in any nest; - the nest which gives the best solution goes to the next generation; - finally, if 
the nest owners discover, basing on some probability, the existence of a strange egg they will throw it or change their nest i.e. the 
nest in question will be eliminated or replaced with another nest in another position (Yang and Deb).

9. Teaching Learning Based Optimization (TLBO) (2010)(Socially-inspired): TLBO is a method based on population that pro-
gresses to best solution through a set of initial solutions. A population is defined as a class of students. TLBO method is separated 
into 2 parts: in first one, called Teacher-Phase, a teacher taught class learners. In the second part, called Learner-Phase, students 
learn from interactions between them (Rao).

10. Firefly Algorithm (FA) (2015) (bio-inspired): It is an algorithm of swarm optimization based on firefly behavior that goes to-
ward a light source. Fireflies themselves are flushing so that they attract each other; less flushing individual is attracted to more 
flushing one, which allows to converge toward best solution. This algorithm applies an objective function to individuals, deter-
mining the brightness of each firefly. Next, fireflies are ranked in order to find the best. Each firefly, then, moves to the brighter 
one in its vicinity. This process is repeated a given iteration number; at the end, the algorithm returns results (Fister, Yang and 
Fister).

11. Transient Search Optimization (TSO) (2020) (physical-inspired): Overall response of an electrical circuit integrating resis-
tances (R) and capacitors (C) and/or inductors (L) comprises a transient response and a steady state response. Electrical circuits 
having a single storing component (RL or RC) are known as first order circuits, while circuits containing 2 storage components 
(RLC) are called second order circuits. Switching these circuits cannot immediately change the situation to the following steady 
state because capacitor or inductor takes time to charge/discharge until it reaches the steady state value. The TSO algorithm is 
based on the transient action of switched electrical circuits including components of storage like inductors and capacitors (Qais, 
Hasanien and Alghuwainem).

12. Archimedes optimization algorithm (AOA) (2020) (physical-inspired): AOA was inspired by a famous physical rule known as 
Archimedes’ Principle. It mimics the idea that thrust force produced upward on a given object partially or completely immersed 
in a given fluid is proportionate to displaced fluid weight (Hashim et al.).

Exploitation and exploration mechanisms

     Two basic search behaviors commonly used in metaheuristics are exploration and exploitation. Exploration implies searching for a 
solution in unexplored areas of the possibilities space, and exploitation refers to search near promising areas. Both mechanisms ease 
control of the search process, allowing to find, by hand or automatically, the adequate equilibrium between exploration and exploita-
tion, increasing the probability of converging towards the global optimum or getting closer to it. Those techniques can be expressed in 
terms of: individuals, parameters or operations types (see Table 1).

     For PSO, exploitation and exploration are expressed via three parameters regrouped in the velocity equation, the inertia coefficient 
that causes more diversity, c1 and c2 that rise convergence toward personal best and global best respectively (Binkley and Hagiwara).
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     DE is an example of when exploration and exploitation are expressed via operations. The crossover operation enhances the local 
search while mutation offers more diversity in the population, which enhances exploration.

     In ACO, the pheromone trail represents an indirect communication between ants; it leads these social insects to converge via the 
shortest path toward the food source (optimal solution). With time, the pheromone decreases via the evaporation process to avoid 
stagnation caused by a high pheromone concentrated on a few paths; this leads to more exploring the space of search (Jabbar). 

     For harmony search, adjustment of pitch process is alike mutation in DE; it comports 2 parameters: pitch adjustment rate (PAR) 
and bandwidth (BW). Pitch adjustment process is used to increase diversity. Harmony memory (HM) guarantees that good harmonies 
are considered while creating new solution. This memory is represented via a parameter named HS memory-accepting rate (HMCR), 
which is ranged between 0 and 1 (Ingram and Zhang).

     ABC is an example of when exploration and exploitation are represented in terms of individual type. ABC has three individuals: 
employed bees, onlooker bees and scout bees. Employed bees represent sources of food or optimal solutions, while onlooker bees 
represent individuals that converge to optimal solutions. If any of the optimal solutions remains unchanged after a given number of it-
erations (trail limit), food source is abandoned, and scout bee operator is activated by generating a new one randomly, which enhances 
diversity (Singh and Deep).

     In IWO, local and global searches are not explicitly clarified. The algorithm is based on reproducing new solutions surrounding exist-
ing ones based on the fitness value, where the best individuals generate more seeds representing the exploitation phase. Furthermore, 
the same operation contributes to exploration by producing seeds surrounding the worst individuals, enhancing diversity. The second 
step is to spread the reproduced seeds in space of search (spectral spread) based on variance (standard deviation). As well, the stan-
dard deviation is one of the foremost parameters to evaluate exploration and exploitation, its value decreased progressively with time 
intending to search around best solutions which increase exploitation, but it seems to cause luck of exploration with time (Misaghi and 
Yaghoobi; Zheng et al.; Karimkashi and Kishk).

     For ICA, the local search is achieved by updating the colonies of an empire based on the imperialism principle; while the global 
search is assured with the revolution process by replacing some colonies in an empire with some randomly generated countries (Ab-
dollahi, Isazadeh and Abdollahi).

     For CS, levy flight is used for both search behaviors; it is a kind of random displacement used by many species and insects when 
searching for a food source. The process starts by generating a new solution using levy flight and comparing them to the old one; if the 
new one is better, this implies that the cuckoo egg was not discovered, and the solution is kept. Otherwise, the new solution is rejected 
(the egg is discovered and thrown from the nest).

     TLBO algorithm do not need specific parameters; it is divided into 2 phases: teacher phase allowing learners to update according 
to teachers, considering that teachers represent the best individuals in the population. This phase represents exploitation. The second 
is phase of learner; it simulates the process of learning via interactions of students. The fact that this phase is based on selecting two 
random individuals adds more randomization, which allows exploring more of the search space (Mittal et al.). 

     FA bases its exploitation process on the attractive behavior of fireflies, where less bright fireflies move toward brighter ones, consid-
ering that the brighter fireflies represent the best solutions. In the case where no fireflies bright more than a given one, this last move 
randomly to assure exploration (Yang and Slowik). 

     TSO exploring behavior is influenced by oscillations of second order RLC circuits near zero. On the other hand, TSO exploitation is 
motivated by exponential decay of the first order discharge [13].

     For AOA, a collision between objects occurs to assure exploration by updating acceleration based on random material; for exploita-
tion, no collision between objects occurs; in this case, acceleration is updated based on the best material. The authors used a switch 
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operation (transfer operator) to transform between exploration and exploitation. Generally, exploration is realized by adding some 
randomization, while exploitation is achieved by updating individuals depending on the best solutions in the population.

Table 1: Exploration and exploitation in targeted methods.

Experimental Results 
Used benchmarks

     To compare targeted methods in terms of exploitation and exploration techniques, authors used 4 uni-model and 9 multi-mod-
el benchmarks. Uni-model benchmarks are used for local search (exploitation) capabilities of a given algorithm, while multi-model 
benchmarks are used for global search (exploration) because of the existence of many local optima, which allows testing the ability of 
the algorithm to escape being trapped into local optima [13]; chosen benchmarks are presented in table 2.

Function No. Modality Function No. Modality Function No. Modality
Ackley F01 Multimodal Penalty #2 F06 Multimodal Schwefel 2.22 F10 Unimodal
Dixon & Price F02 Multimodal Perm F07 Multimodal Schwefe l2.21 F11 Unimodal
Griewank F03 Multimodal Schwefel 2.26 F08 Multimodal Step F12 Unimodal
Pathological func-
tion

F04 Multimodal Schwefel 1.2 F09 Unimodal Zakharov F13 Multimodal

Penalty #1 F05 Multimodal
Table 2: Benchmark functions.

Setting parameters

Table 3: Specific parameters of targeted methods.
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     For being located on the same referential, all algorithms have same population size (50), same number of iterations (500), same 
benchmarks dimension (30) and same number of independent runs (20). However, each method has its specific parameters (see Table 
3).

Results

     Results, after comparison, are presented in this section (see Table 4), including best, mean, worst and STD results. TSO algorithm 
is ranked first in quality of best, mean, STD and worst values. TSO succeeds, also, in discovering the fittest solutions over 9/13 bench-
marks. In more detail, it is ranked best over 4/4 uni-model and 5/9 multi-model benchmarks and has good results for most of the 
rest benchmarks. For mean and worst results, TSO succeeds in finding the best solutions over 7/13 benchmarks. For STD results, TSO 
finds the best standard deviation over 6/13 benchmarks, proving its suitability. Based on those results, TSO shows its capabilities of 
balancing between exploration and exploitation processes.

     AOA is ranked second; it can be noticed that AOA succeeds in finding the fittest solutions over 3/13 benchmarks for best, mean, STD, 
and worst results, while most of them concern multi-model benchmarks.

     TLBO, PSO, and FA are ranked third with 2/13 benchmarks for best results. PSO ranked results are both in multi-model functions, 
which means that its capability of exploration is better than its capability of exploitation. TLBO and FA ranked best results in one 
multi-model and one uni-modal benchmark, but since TLBO shows better results in quality of mean, worst and STD, this shows that 
TLBO is a few more suitable than FA. Regardless, TLBO and FA show good results in most benchmarks, which signifies that they have a 
good equilibrium over exploration and exploitation. ABC, ACO, CS, DE, and ICA rank fourth with 1/13 benchmarks which is F12 except 
for CS (F7); this reveals the weakness of those algorithms in quality of exploration and exploitation compared to the other aforemen-
tioned algorithms. IWO and HSA show the worse performance compared to other algorithms. Figure 1 represents convergence rate of 
compared methods. As clearly observed, TSO has the fastest convergence speed for most benchmarks because of its ability to equil-
ibrate over exploration and exploitation. At the same time, IWO is trapped easily in local optima, as its curves become steady in the 
early stages. ACO shows slow convergence, but it continues to converge, so it is unclear whether the algorithm is trapped into a local 
optimum. The remaining of methods have close convergence speeds to each other.
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Table 4: comparison results.

Figure 1: Convergence curves of targeted methods.
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Conclusion

     In this work, authors studied the two principal search behaviors in nature inspired metaheuristics that influence directly the search 
process while giving to it this intelligent aspect. The first one, called exploration, alludes to exploring the space of search to add more 
diversity to the population. Generally, it is achieved by using randomization. The second one, called exploitation, refers to search sur-
rounding the best solutions to assure convergence; it is achieved by updating individuals based on best solutions in the population. 
The adequate equilibrium between those two techniques offers the best performance, in terms of quality, because exploitation help to 
enhance the convergence toward best solutions while exploration help to avoid trapping into local optima. Authors start their investi-
gation by taking some renowned methods from different sources of inspiration and different historical areas.

     Then, they study their exploration and exploitation mechanisms. To compare different techniques, some uni-model and multi-model 
benchmarks are used, since uni-model benchmarks aim to test exploitation (local search) while multi-model benchmarks aim to test 
exploration (global search) because of the existence of many local optima. Experimental results show that TSO provides the most 
performing equilibrium between exploration and exploitation; this is based on its excellent results on both types of problems. Also, 
AOA shows good equilibrium between exploration and exploitation. Knowing that the two methods (TSO & AOA) are considered rel-
atively recent, showing how nature-inspired metaheuristic algorithms become more powerful with time and how new methods can 
easily compete with famous methods like PSO algorithm. TLBO, PSO, and FA are seen as promising approaches because they provide 
a good balance between the two search mechanisms mentioned above. ABC, ACO, CS, DE, and ICA show medium solution quality and 
convergence speed. HSA and IWO have the worst performance, which shows that they are not strong enough in both or one of these 
two search mechanisms, or they do not have a good balance between them. In the near future, authors plan to propose an original 
bio-socially-inspired metaheuristic equipped with a service allowing to equilibrate between exploration and exploitation, by tuning 
some given parameters, automatically or by hand, which will enable to converge easily, at least, towards one of the global solutions or 
one of the best near global solutions, according to each treated benchmark.
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