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Abstract

     The article dedicated to finding measure of compactness of normalized dataset, and analyze dataset with using compactness. 
For finding measure of compactness, we search for hidden regularities from “jaw” database. In this way we need consider n-p 
full task and it will be 2n  combinations. To solve this task, we use heuristic way with using binary matrix. In the article, we use 
various methods which find normalization of dataset. Our experiments were taken from “jaw” and we obtained a result from this 
dataset. 
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Introduction

     Normalization is a data preparation technique that is frequently used in data mining. The process of transforming the columns in 
a dataset to the same scale is referred to as normalization. Every dataset does not need to be normalized for data mining. It is only 
required when the ranges of characteristics are different. The problem of searching for hidden regularities by methods of data min-
ing is considered. The presence of regularities is estimated according to the compactness of class objects and the sample as a whole. 
The measure of compactness is used for analysis of the structure of relations between objects according to the defined metrics and 
the method of data normalization. Rationing leads to a deformation of the feature space and an increase (decrease) in the general-
izing ability of recognition algorithms. Generalizing ability applies to the main indicators characterizing the quality of recognition 
algorithms [1]. This ability is manifested in the ability to determine affiliation objects to classes that the algorithm did not see in the 
learning process. Hypothesis Verification compactness is the basis of many criteria and methods of the theory of pattern recognition. 
So, in [1] the compactness profile is described for calculating the generalizing ability of families of algorithms having of infinite ca-
pacity in the space VC (Vapnik – Chervonenkis) [2]. For determining affiliation the arbitrariness of an arbitrary admissible object to 
classes when using such families of algorithms move must store the entire sample in memory. Representative of the family with infinite 
capacity is the “nearest neighbor” algorithm(BS). For practical purposes, when calculating the generalizing ability, it is enough to use 
local properties (local restrictions) of object samples [1]. The local constraint in [3] can be considered the proposed N.G. Zagoruyko 
compactness index, determined by the number of objects-standards of minimum coverage, in which the recognition of class objects 
is fixed sampling was correct. In addition to the compactness indicator, candidates for inclusion in the set of local constraints are the 
number of noise objects, the dimension of the feature space, the set of objects around locks (subsets of boundary objects) of classes 
[4] by a given metrics. Interest is the limiting value of dimension, above which the compactness index [3] increases. The set of features 
that defines the limit value is considered as informative for the proximity measure used. Dimension above the limit leads to erosion of 
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the similarities between sampling objects.

     There is a need to introduce a new measure of compactness with dimensional quantities with values in [0, 1]. The values of these 
quantities are required to analyze how the actual structure of the training sample is different(by a given measure of proximity) from 
the ideal for recognition. An ideal structure is considered in which the number of reference objects of the minimum coverage is equal 
to the number of classes. The measure of compactness can be used to compare metrics and transformations of attribute space in rela-
tion to “better” on fixed samples of objects. Analysis of the structure of samples is based on the use of the properties of this relation-
ship. The analysis technique is focused on quantitative indicators calculated by the results of dividing class objects into disjoint groups 
[4]. The guarantee of the uniqueness of the partition by the number of groups and the composition of their objects is the stability 
of the algorithm used. The influence of noise objects on the indicators of the generalizing ability of algorithms has been repeatedly 
considered in scientific publications. An extensive list of works in [5] provides an overview of various 38 methods for detecting and 
removing noise objects. Most of these methods are focused on use of the BS rule. The recognition quality according to the BS rule 
substantially depends on the sensitivity of the metric to the dimension of the attribute space. The change in dimension is associated 
with the selection of informative features, and with the transition to the description of objects in space from latent features. In [4, 6], 
it was proposed to use two types of rules for hierarchical agglomerative grouping of initial features as a toolkit for transition to latent 
features. The first type is focused on the sequential combination of two signs into one by non-linear mapping of their values on the 
numerical axis. Grouping according to the rules of the second type is based on values of the stability criterion of objects by a given 
metric in a two class recognition problem. For each group of attributes, a generalized assessment of the object is calculated. Methods 
that implement two types of hierarchical grouping rules can be identified as non-linear and linear. Nonlinear methods are invariant 
to the scale of feature measurements. In linear methods, the invariance property is absent. The sequence of formation of groups and 
latent features based on them according to two types of rules determines the order by relation of the degree of informativeness. The 
informativeness of the feature is calculated as the extremum of the criterion dividing its (feature) values into disjoint intervals in the 
form of checking the degree of truth of a hypothesis: The sets of features values in the description of objects from different classes with 
the number of intervals equal to the number of classes do not intersect with each other.

     In this paper, non-empty classes (sets) of metrics are considered, the cluster structures of training samples for which coincide (are 
equivalent) in the number of groups and the composition of the objects included in them. Information on the cluster structure allows 
sequential selection of objects of standards of minimum coverage, in each of which a local metric is defined. The method for calculating 
the weights of local metrics is similar to that used in the FRiS STOLP method [3]. To evaluate the generalizing ability of the BS method 
algorithms, it is proposed to use a criterion, the values of which are calculated depending on the dimension and composition of the 
set of features, the number of removed noise objects and the number of objects of the minimum coverage standards. Assessment by 
criterion was used to demonstrate the sustainability of the selection of informative features with cross validation method on random 
samples. Additionally, in this article we will mention our results.

Methodology. On splitting class objects into disjoint groups

    The use of a partially trained sample (PTS) for setting grouping conditions is described in [7]. An example of a condition is the indica-
tion of a subset of pairs of sample objects that, when split, should not fall into one group. Belonging to disjoint classes serves a source of 
additional information for the study of cluster structure using various proximity measures. The main ideas of the method given below 
are presented in [4]. The aims of splitting class objects into disjoint groups are:

-	 Calculation of data normalization and convert from raw data; 
-	 calculation and analysis of compactness values of class objects and the sample as a whole;
-	 search for the minimum coverage of the training sample with reference objects.
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   The recognition problem in the standard setting is considered. It is believed that the set of objects 0 1{ ,... }mE S S= divided by 

( 2)l l > disjoint subsets (classes) 1,... lK K , 0 1

l
ii

E K
=

= . Objects are described using a set of n heterogeneous attributes 

1( ) { ,... }mN S S= , ξ value which is measured in interval scales, ( n ξ− ) - in nominal. The metric ( , )x yρ is given on the set of 

objects 0E . 

     Let 
1 2 1 2
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     Criterion allows you to calculate the optimal value of the interval boundary 1c and use its (criterion) value as a parameter of a 

quantitative characteristic in the local metric of the object dS . If within the boundaries of each of the two intervals the values of 

the differences, | |j djx xµ − , j I∈ of objects only from tK or tCK are placed, then criterion (2.1) takes a value equal to one. For 

1 2 1
,...

m mj j j jr r r r
−

= = , the criterion is equal to 0. In all other cases, the maximum of criterion (2.1) takes a value from the interval 

(0,1). Independence of the measurement scale is ensured by normalizing the values of features in [0,1] according to the formula
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     where min max,i ix x is the minimum and maximum value of attribute ,ix i I∈ , respectively. We define the local metric of object dS
as
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     where djw - is the value (1) for the j- attribute, j I∈ . The weight of feature ,jx j J∈ for the local metric of object d uS K∈ is 
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classes defined on 0E by the metric ( , )x yρ . Objects iS , j tS K∈ , 1,...,t l= are considered related i jS S↔ , if 

0{ ( , ) | ( , ) ( , ) }i i j jS L E S S rand S S rρ ρ ρ∈ < < ≠ ∅ where ( )i jr r distance to the nearest object from ( )i jS S from 

0( \ )t t tCK CK E K= by metric ( , )x yρ . The set 1{ ,... }, 2, , | |t c t t tG S S c G K Kν ν ν ν ν= ≥ ⊂ < represents an area 

(group) with related objects in class tK , if for any ,i j tS S Gν ν ν∈ there exists a path ...i j jS S Sν ν ν↔ ↔ ↔ . An object 

, 1,...i tS K t l∈ = belongs to a group of one element and is considered unconnected if it does not exist paths i jS S↔ for no one 

object ,j i j tS S S K≠ ∈ . It is required to determine the minimum number of disjoint groups of connected and unrelated objects for 

each class , 1,...,tK t l= . This problem can be considered in an alternative setting (without specifying features) if a square proximity 

matrix { },ija m m× between m objects and a vector 1,...{ }, {1,..., }m iF f f f l= ∈ belonging of the objects to the 1... lK K . Vector F 

serves as additional information for specifying grouping conditions. When determining the minimum number of groups of connected 

and unrelated class objects, 0( , )L E p is used a subset of the boundary objects (shell) of classes by the given metric ρ and a descrip-

tion of objects in the new space from binary signs. To distinguish the class shell for each , 1,...,i tS K t l∈ = a sequence ordered by 

( , )x yρ is constructed

0 1 1 0
, ,..., ,

mi i i i iS S S S S
−

=  (4)

     Let i tS CKβ ∈ be the object closest to iS from (4), not belonging to the class tK . Denote by ( )iO S a neighborhood of radius 

( , )i i ir S S βρ= centered in iS that includes all objects for which ( , ) , 1,..., 1i iS S rτρ τ β< = − . In ( )iO S there is always a non-

empty subset of objects

( ){ ( ) | ( , ) min ( , )}
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ρ ρ∈∆ = ∈ =  (5)

     By (5), the belonging of objects to the class shell is defined as 0 1
( , ) m
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L E ρ

=
= ∆ .

     The set of shell objects from 0( , )tCK L E ρ∩ is denoted by 1
0( , ) { ,..., }, 1tL E S Sπρ π= ≥ . The value 1π = uniquely de-

termines the inclusion of all objects of the class in one group. For 1π ≥ we transform the description of each object iS S Sµ η∈ ∨
in 1( ,..., )i i iS y y π= where 
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     Let, according to (6), a description of objects of the class tK in a new (binary) attribute space be obtained, tKΩ = and θ - is the 

number of disjoint groups of objects, ,S S S Sµ η µ η∨ ∧ - accordingly, the operations of disjunction and conjunction by binary signs 

of objects , tS S Kµ η ∈ The step-by-step algorithm for splitting objects tK into disjoint groups 1,...G Gθ is as follows.

Step 1: 0θ =

Step 2: Select object , 1, ,S Z S Gθθ θ∈Ω = + = =∅

Step3: Make a choice S = Ω end S Z true∧ = , \ , ,S G G S Z Z Sθ θΩ = Ω = ∪ = ∨ till { | }S S Z true∈Ω ∧ = ≠ ∅

Step 4: if Ω ≠∅ then goto step 2

Step 5: the end.
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     Partitioning of 0E objects into disjoint groups according to the algorithm described above is used to find the minimum coverage [4] 

of the training sample by objects by standards. Denote by ( , )sR S Sρ= the distance from the object tS K∈ to the nearest object 

S from the class ( )tS CK∈ opposite to tK , by δ is the minimum number of disjoint groups of connected and unconnected objects 

of classes on 0E .

     We order the objects of each group , 1,... , 1,...u tG K u t lδ∩ = = according to the set of values { }
us s GR ∈ As a measure of 

proximity between , 1,...uS G u δ∈ = , and an arbitrary admissible object S ′ , a weighted distance over the local metric 

( , ) ( , ) / sS S S S Rρ′ ′= . The decision on whether S ′ belongs to one of the classes 1,... iK K is made according to the rule: tS K′∈ if 

0
( , ) min ( , ) ( , ) min ( , )

j j tS E j t S CK jd S S d S S and S K and d S S d S Sµ µ µ∈ ∈′ ′ ′ ′= ∈ ≠  (7).

     According to the principle of sequential exclusion used in the search for coverage, the sample 0E is divided into two subsets: the set 

of standards 
edE and the control set 0,k ed kE E E E= ∪ . At the beginning of the process 0 ,ed kE E E= =∅ . Sorting by values 

from { } , 1,...
us s GR u δ∈ = is used to determine the candidate for removal from the number of reference objects by the group uG . 

The idea of selection consists to the find the minimum number of standards at which the recognition algorithm by (7) remains correct 

(without errors recognizing objects) on 0E . We assume that the numbering of groups of objects reflects the order 1| | ... | |G Gδ≥ ≥
and the group , 1,...,pG p δ δ= did not select reference objects. edE deletion candidates are sequentially selected starting from 

pS G∈ with a minimum sR value. If the inclusion of S in kE violates the correctness of the decision rule (4), then S returns to the 

set edE .

Realization of the concept. On compactness measures in recognition problems with a teacher

     Compactness measures are claimed for evaluating the generalizing ability of recognition algorithms. When calculating the estimates, 

the results of the search and removal of noise objects, the selection of informative feature sets, the number of reference objects of the 

minimum coverage of training samples are used. Consider the method of forming a set of noise objects whose power depends on the 

verification of the conditions proposed below. 

     Let be , ( , ) min ( , )
j ik i k r S CK k jS K S S S Sρ ρ∈∈ = and |{ | ( , ) ( , )} |i k k rZ S K S S S Sµ µρ ρ= ∈ < . Denote by 

( )i i iD D CK∈ the set of noise objects of class iK . The object r iS CK∈ is included in iD and is considered as noise if the condi-

tion is satisfied:

1
| | | |i i

ZZ
K m K

λ−
>

−
 (8)

where 
{ }1|{ | ( , ) ( , ) ( , ) |}| | min | |, ( , ) min ( , )

j i Sri r k p k k i l i k S CK j kZZ S K S S S S S S K S S S Sµ η ηρ ρ ρ λ ρ ρ≤ ≤ ∈= ∈ < < < = . 

The values Z and Z + ZZ can be considered as the number of representatives of the class iK in the hypersphere centered in k iS K∈
respectively, before and after the removal of the noise object rS . The selection of objects of training samples, under certain restric-

tions, helps to increase the generalizing ability of recognition algorithms. It is believed that the generalizing ability of the algorithm is 

improved if it is allowed to make mistakes on the determined objects of the sample. In our case as such objects from 
1

l
ii

D
= . 
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     Let the representatives of the class be divided by the minimum number µ of disjoint groups of objects according to the algorithm 

from above mentioned, 
1

min | |, 1,..., ,ij ij ij ij
m G j m mµµ

=
= = =∑ . To analyze the results of dividing the class iK into disjoint 

groups, taking into account their number, representativeness (by the number of objects) and removal of noise objects, it is proposed 

to use such a structural characteristic as compactness estimation:

2
1
2

ijj
i

i

m

m

µ

=Θ =
∑

 (9)

     Obviously, the set of admissible values of iΘ by (6) lies in the interval 
1 ,1

im
 
 
 

. If the group 1iG contains all objects from 

0 1
( \ ) 1l

i jj
K E D then

=
∩ Θ = . The average estimate of the compactness of the training sample as a whole is made taking into 

account the fraction of 0 1
\ l

ji
E D

m
=

 
 
 
 

 noise objects excluded from consideration according to (8) as

1 1 1
0

0 1
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\

l l l
j i i i ii i i

l
ji

D m m
R E

m mE D
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=

  Θ Θ
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                                                                                                                                        (10)

     Values (9) and (10) indirectly indicate the homogeneity (heterogeneity) of the structure of the training sample. The closer the sim-

ilarity of the groups in terms of the number of class objects included in them, the closer the value of (9) – to 
1

im
, and (10)- to 

1
m

. 

Obviously, the number and composition of noise objects depend both on the value of parameter λ in (5) and on sets of features in the 

description of objects. The problem of implementing computational procedures is to coordinate the selection of informative features 

and the removal of noise objects. Let the structure of class objects in the sample 0E be calculated by the grouping algorithm from 

above mentioned. We denote by ( , ( ))Sh X kλ the number of noise objects 0E determined depending on the value of λ according 

to (8) on the set of features ( ) ( ),X k X n CF⊂ is the number of reference objects of the minimum coverage of the training sample, 

from which ( , ( ))Sh X kλ noise objects are removed. Since it is impossible to obtain an exact solution to the problem of selecting 

informative features without enumerating all their combinations taking into account the removal of noise objects, in practice it is 

recommended to use various heuristic methods. Regardless of the methods used, the quality of the selection of informative features is 

proposed to be determined by checking two conditions:

-	 When removing noise objects from , the indicator of the minimum coverage of the sample with reference objects

( , ( )) ( , ( ))( ( ), ) m Sh X k m Sh X kF X k
m CF
λ λλ − −  =   

  

  
                                                                                                                                               (11)

tends to the maximum allowable value 
m
l

;

-	 Product of the number of reference objects of the minimum coverage by the dimension of the attribute space

0

* min
( , ( )) E

k CF
m Sh X kλ

→
−

  
                                                                                      (12)



Citation: Mukhamadiev Abdivali Shukurovich., et al. “Normalization of Dataset for Measuring Compactness”. Medicon Agriculture & Environmental 
Sciences 7.2 (2024): 19-26.

Normalization of Dataset for Measuring Compactness
25

     The first condition (11) is necessary to assess the compactness of the coverage of the sample with standard objects, the second (12) 
- to assess the complexity of the calculations.

     To search for informative sets { ( ) | ( ) ( )}X k X k X n⊂ two criteria are proposed. Both criteria clearly do not use the number of 

reference objects of the minimum CF coverage. The number of noise objects ( , ( ))Sh X kλ according to (8) is calculated by a fixed 

value of λ . Such λ for all sets ( ) ( ), 2X k X n k⊂ ≥ , is defined as

10 | | min | |arg max ( ( ), )
i l iK F X nηλ η
≤ ≤≤ <=     (13)

     The use of (10) is based on the assumption that the probability of selecting informative feature sets with a higher compactness in 
(11) is close to zero for λ other than (13). In the first (in the order of presentation) criteria, the results of covering sample objects with 
hyperspheres are taken into account, taking into account the removal of noise objects, in the second, compactness estimates are used 

according to (10) based on the property of connectivity over objects of class shells. Let ( , ( ))(1 )iO S X k k n≤ < be the neighbor-

hood of the object, 0 , 1,...,i jS E K j l∈ ∩ = defined as ( , ( )) { | ( , )}i j lO S X k S K S Sρ= ∈ , where l jS CK∈ is the object 

closest to 
iS by the metric ( , )x yρ from the complement to the class jK by the set of attributes ( )X k . We define the estimate 

0iS E∈ on ( )X k   as

( , ( ))( , ( )) max | ( , ( )) |
ii S O S X kZ S X k O S X k∈=     (14)

The attribute ( )dx X n∈ is a candidate for inclusion in the set ( )X k if

( , ( 1)) ( , ( ))
i i

i iS S T
Z S X k Z S X k

∈
+ >∑ ∑      (15)

where 0( 1) ( ) { },dX k X k x T E+ = ∪ ⊂ .

     Computational experiment. For a given training set 0 1{ ,..., }mE S S= , consisting of representatives l disjoint classes of objects. 

It is believed that each object 
0iS E∈ is described by n nominal features.

     We choose a one wolf and dog(“jaw”) dataset which determines jaws of dog and wolf. The features of dataset are the parts of jaws. 
The values of feature means the values of jaw parts. In our dataset there are 42 objects and 6 features. The last feature in our dataset 
is class of object.

     First of all, we determined shell objects, which is subset of boundary objects. As a result, 19 objects from 42 objects in dataset were 
taken as a shell object, after that, we built yij binary matrix. After that, we grouped objects of classes. Groups of first class:

     {0,1,2,4,5,22,}, {3,18,}, {6,8,11,15,19,25,12,13,14,17,9,28,20,21,}, {7,10,26,}, {16,}, {23,27,29,24,}– number of groups=6.

Groups of second class:

     {30,}, {31,40,41,}, {32,33,34,38,}, {35,}, {36,}, {37,}, {39,}– number of groups=7.

     Finally, we found compactness of both classes: 0,2911111 and 0,2083333 respectively. It can be seen that, compactness of classes 
are not acceptable in raw dataset. So, we converted metrics to another one with the using of normalization. Then we determined shell 
objects and 9 objects from 42 objects were shells. Then we built again y_ij binary matrix. After that we grouped objects of classes
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     {0,2,3,4,5,7,10,11,14,18,20,21,22,25,26,1,6,8,12,13,15,17,19,9,24,29,16,23,27,28,}- 1st class groups.

     {30,35,36,38,39,40,41,31,32,33,34,37,}- 2nd class groups. 

     Finally, measurement of compactnesses of classes were 1. It can be seen that, normalization gave us excellent result.
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